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Despite the apparently plausible and widespread belief to the contrary, the evidence that levels of attainment in schools in England have systematically improved over the last 30 years is unconvincing. Much of what is claimed as school improvement is illusory, and many of the most commonly advocated strategies for improvement are not robustly proven to work. Even the claims of school effectiveness research – that we can identify good schools and teachers, and the practices that make them good – seem not to stand up to critical scrutiny. Recent growth of interest in evidence-based practice and policy appears to offer a way forward; but the evidence from past attempts to implement evidence-based approaches is rather disappointing. Overall, an honest and critical appraisal of our experience of trying to improve education is that, despite the best intentions and huge investment, we have failed – so far – to achieve it.

Nevertheless, we have reason to be hopeful, provided we are willing to learn from our experience. Specifically, I will argue that we need to do four things: to be clear what kinds of learning we value; to evaluate, and measure properly, teaching quality; to invest in high-quality professional development; and to evaluate robustly the impact of changes we make.

Introduction

I am a school teacher who became interested in educational research, and ended up doing that instead. Most of my research has looked at questions that are directly relevant to practice or policy: I want to make education better for children and young people. I know there is nothing special about that; the hard question is: How?

On one level, my analysis is quite bleak: standards have not risen; teaching has not improved; research that has tried to support improvement has generally not succeeded; even identifying which schools and teachers are good is more difficult than we thought. That is our experience, so far. Recognising this is important, not because I enjoy puncturing inflated assertions of success and what seem to me to be complacent and uncritical claims of ‘fools
gold’ improvement (although, I confess, I do), but because I think it is time we stopped repeating the same mistakes.

I am optimistic about our capacity to learn from what has not worked, not to keep on repeating the same mistakes, and to use what knowledge we have about what seems most likely to make a difference. Most of all, I believe in the power of evaluation to tell us what is working and of feedback loops to allow that evaluation to influence practice. Despite our experience, there are strong grounds for hope that we can do better.

Experience

First I will talk about the past, and ask whether what we have done so far has worked.

Have educational standards really risen?

This is inevitably controversial; my answer will surely offend many people who have invested energy and resources into trying to raise standards. Those who have invested huge energy and resources may be hugely offended. So why do I feel the need to say things that I know will offend them?

I want to be clear that I do not mean to imply any criticism of teachers or anyone else working in education. I was a teacher myself and I know how hard teachers work, how committed they are to doing the best for, and getting the best from, their students, no matter what challenges they face.

However, if it is true that despite the huge efforts we have made to improve education not much has changed, there are important lessons for us to learn. One would be that effort and good intentions are not enough; we have to work smarter, not just harder. Another would be that we must look carefully at the strategies we have been using to improve, and replace them with some different ones. A third lesson is that a more critical and realistic approach to evaluation may be required. An uncritical belief that things are improving may be comforting, but is ultimately self-deceiving and unproductive.

In short, I find it hard to see how we can make real improvement until we accept the unpalatable truth that we have so far failed to achieve it.

Unfortunately, a clear and definitive answer to the question of whether standards have risen is not possible. The best I think we can say is that overall there probably has not been much change. However, we are limited by the fact that in England there has been no systematic, rigorous collection of high-quality data on attainment that could answer the question about systemic changes in standards. And we might well disagree about what we mean by ‘standards’ or how they should be measured. The evidence we have is patchy and inadequate, but it is the best we have. There are three main types of evidence: international surveys, independent studies and national examinations.

Evidence from international surveys

International surveys of attainment, such as PISA, PIRLS and TIMSS, have become increasingly prominent as indicators of our standing in the international league table of performance. These studies are not designed to evaluate change over time and their interpretation and use is inevitably problematic (see e.g. Brown, 1998; Jerrim, 2011). Nevertheless, they provide a source of evidence, based on a high-quality assessment development process, robust attempts to equate scores across testing occasions and a rigorous national sampling process.

Figure 1 shows the scaled average performance for England in PISA, PIRLS and TIMSS between 1995 and 2011. It is a mixed picture. In some curriculum areas, for some ages, performance has improved (e.g. maths age 10 in
TIMSS). For others, it has declined (e.g. PISA, age 15, all subjects). There isn’t really a coherent story here. There might be a case for saying that gains at age 10 are of little value if they are lost by age 14 or 15, hence focusing on the results for older children. For them, TIMSS suggests little change, PISA seems to show a fall.

Just to put these results in context, a change of 25 points in PISA has been estimated to be worth £4 trillion to England’s GDP (Hanushek and Woessmann, 2010) and would typically be the difference between an average performing country (such as England) and one ranked 5-10 internationally (such as Canada or New Zealand) (OECD, 2010). The gap between the average and the top performing country is typically 50-60 points.¹

However, when official sources (a DfE press release and comments from Sir Michael Willshaw, Chief Inspector) cited the PISA decline as evidence of falling standards, they were censured by the UK Statistics Agency for making comparisons that were ‘statistically problematic’ (Stewart, 2012), partly because the response rate in England in 2000 and 2003 had been low. An analysis by Jerrim (2011) tried to estimate the effects of higher non-response for England on PISA in 2000 and 2003, as well as for the change in test month and – an important but little known change – the fact that in 2006 & 2009 it was only Y11 15-year olds who were included (in 2000 & 2003 all 15-year olds, whether in Y10 or Y11, were sampled). Overall, these corrections suggested there had probably not been much change between 2000 and 2009.

Hence, overall, it may be that the pattern of results from the different international surveys is actually fairly consistent: not much change between 1995 and 2011.

¹ Shanghai-China is an outlier, with, for example, an average score of 600 in mathematics in PISA 2009 (ie about 100 above the average)
Evidence from independent studies

Some independent studies have presented data that may be interpreted as evidence of national changes. The following brief review is far from comprehensive or systematically collected, so it may well be that the addition of other studies could change the balance of results.²

Tymms and Merrell (2007) reviewed assessment evidence from children at the end of primary school in England. They examined a range of assessment data in mathematics between 1978 and 2004 and in reading between 1948 and 2004. Overall, they concluded that standards in both subjects ‘have remained fairly constant’ over most of this period, but more recently (i.e. since 1995), ‘Reading has risen very slightly and mathematics has risen moderately’ (p5).

Hodgen et al (2009, 2010, 2012) conducted a survey of mathematical performance in 2008-9 with a nationally representative sample, and compared the results with performance on the same tests in 1976-7. The results are summarised in Figure 2. Although there were rises in Number for pupils in in Y7 and Y8, for every other aspect of mathematics, and for Number in Y9, the overall pattern was of decline.

Coe and Tymms (2008) reported changes in the performance of 14-year-old students (at the start of Y10) in the Yellis sample on a test of mathematics and vocabulary between 1998 and 2007. Overall, they found a ‘small but steady rise’, equivalent to 0.3 of a standard deviation, over that period.

By contrast, Shayer et al (2007) found that performance in a test of basic scientific concepts seemed to have fallen sharply between 1976 and 2003.

² If anyone knows of any further studies, I would be delighted to hear of them.
Evidence from national examinations

The most obvious support for claims that educational standards in England have risen draws on the dramatic rises in national performance at Key Stage 4 (GCSE, age 16) and Key Stage 2 (Y6 SATs, age 11). For GCSE, a picture of the change between 1975 and 2012 is shown in Figure 3. GCSEs are taken by almost all school students in England; their grading is subject to intense scrutiny and regulation by publicly accountable bodies who are charged with maintaining the standard from one year to the next. Any changes in grades achieved must therefore be taken seriously as indicative of changes in educational standards.

When GCSE was introduced in 1987, 26.4% of the cohort achieved five grade Cs or better. By 2012 the proportion had risen to 81.1%. This increase is equivalent to a standardised effect size of 1.63, or 163 points on the PISA scale, which is twice the full vertical axis shown on Figure 1. If we limit the period to 1995 – 2011 (as in Figure 1) the rise (from 44% to 80% 5A*-C) is equivalent to 99 points on the PISA scale. In Figure 4 this rise is superimposed on the data from Figure 1.

It is clear from Figure 4 that the two sets of data tell stories that are not remotely compatible. Even half the improvement that is entailed in the rise in GCSE performance would have lifted England from being an average performing OECD country to being comfortably the best in the world. To have doubled that rise in 16 years is just not believable.

---

3 Conversion of percentage achieving a threshold to a standardized effect size is based on a probit function.
Figure 4: Changes in performance of England in international surveys, compared with change in GCSE performance
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Figure 5: Changes in GCSE grades achieved by candidates with the same maths and vocabulary scores each year
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The question, therefore, is not whether there has been grade inflation, but how much. Even if some of the rise is a result of slipping grade standards, it is still possible that some of it represents genuine improvement. The extent to which rising GCSE grades can be interpreted as evidence of rising standards seems very problematic, however.

Further evidence of grade inflation comes from my (Coe, 2007) analysis of the GCSE grades achieved by candidates of the same ability each year. Ability here is measured by the same Yellis test of maths and vocabulary cited above. An update of this analysis, to include GCSE results up to 2012, is presented in Figure 5.

It is not straightforward to interpret the rise in grades in Figure 5 as grade inflation; a range of alternative explanations are put forward by Coe (2007). However, it does suggest that whatever improved grades may indicate, they do not correspond with improved performance in a fixed test of maths and vocabulary.

School improvement: Isn’t it time there was some?

If standards have not really risen then it surely follows that there cannot have been systemic school improvement. Of course, some schools will have improved, but perhaps just as many will have declined. Once again, the assertion that, overall, schools have not improved seems to be at odds with the prevalence of claims about improving schools from a wide range of sources.

Figure 6: Mistaking School Improvement

<table>
<thead>
<tr>
<th>Mistaking School Improvement: How to make it look as if your improvement project has worked</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Wait for a bad year or choose underperforming schools to start with. Most things self-correct or revert to expectations (you can claim the credit for this).</td>
</tr>
<tr>
<td>2. Take on any initiative, and ask everyone who put effort into it whether they feel it worked. No-one wants to feel their effort was wasted.</td>
</tr>
<tr>
<td>3. Define ‘improvement’ in terms of perceptions and ratings of teachers. DO NOT conduct any proper assessments – they may disappoint.</td>
</tr>
<tr>
<td>4. Only study schools or teachers that recognise a problem and are prepared to take on an initiative. They’ll probably improve whatever you do.</td>
</tr>
<tr>
<td>5. Conduct some kind of evaluation, but don’t let the design be too good – poor quality evaluations are much more likely to show positive results.</td>
</tr>
<tr>
<td>6. If any improvement occurs in any aspect of performance, focus attention on that rather than on any areas or schools that have not improved or got worse (don’t mention them!).</td>
</tr>
<tr>
<td>7. Put some effort into marketing and presentation of the school. Once you start to recruit better students, things will improve.</td>
</tr>
</tbody>
</table>

In another paper (Coe, 2009), I highlighted some of the weaknesses of claims in the research literature about school improvement. I listed some of the main inadequacies of evaluation design and interpretation in the form
of guidance a mistaken school improvement consultant might offer to a school or school system that wants to be able to claim ‘improvement’. Figure 6 is based on that list.

Until it becomes routine for school improvement initiatives to be evaluated using designs that rule out at least these explanations, the state of our knowledge about how to improve schools will remain limited.

Can we identify effective schools and teachers?

In the same paper (Coe, 2009) and elsewhere (Coe and Fitz-Gibbon, 1998; Dumay, Coe & Anumendem, 2013) I have argued that the interpretation of residual gains in value-added models of school effectiveness as the impact of the school or teacher on learning is a lot more problematic than generally recognised. Others have also argued this (e.g. Hill, 1998; Ouston, 1999; Scheerens et al., 2001; Luyten et al., 2005; Gorard, 2010).

There are two key questions that research in this area needs to address before we should accept its claims that its methods really do identify effective schools or teachers:

1. Can we interpret value-added (or other ways of calculating ‘effectiveness’) as a causal effect of the school or teacher?
2. If so, are the characteristics associated with that effectiveness alterable in ways that lead (causally) to improvement?

Is ‘value-added’ the same as ‘effectiveness’?

It is a commonplace of research methods training that correlation is not causation; causal claims need careful causal arguments and evidence to support them (Shadish, Cook and Campbell, 2002). Another basic principle of methodology is that measures derived from an instrument or process should not be interpreted as having a particular meaning until a proper validity argument has been made (Kane, 2006). It therefore seems to be an oddly unscrutinised anomaly that research in school effectiveness has routinely interpreted the gains in students’ test scores as the ‘effect’ of the school or teacher.

Since 1983, the Centre for Evaluation and Monitoring (CEM) at Durham University\(^4\) has been providing assessment, analysis and monitoring systems for schools to help educators evaluate their own performance. Thirty years ago many of the underpinning ideas were revolutionary: value-added analysis; use of regular, robust assessment; tracking individual pupils’ progress; evaluating the performance of schools, departments and individual teachers. Now, in part due to CEM’s influence, these ideas are mainstream.

From working with schools and teachers interpreting value-added scores of their students for 30 years, we know that value-added is not always the same as effectiveness. For example, one of the simplest ways for a teacher to achieve high value-added scores is to follow a teacher whose value-added is low. Another is to teach top sets, selected for their likelihood of attaining high grades.\(^5\) Other reasons why students choose or are placed in different teaching groups can make more difference to their value-added than who the teacher is. Our general advice is summed up in the maxim: ‘Value-added data may not answer your questions, but it can help you to ask better ones’.

\(^4\) CEM was founded at Newcastle University and moved to Durham in 1996. It was originally called the Curriculum, Evaluation and Management Centre and the hard ‘C’ of Curriculum established its pronunciation as ‘KEM’. In 2007 the lack of any real connection with either curriculum or management led us to change the name to the more appropriate Centre for Evaluation and Monitoring, keeping the same acronym (CEM) and pronunciation. See www.cem.org.

Characteristics of ‘effectiveness’ as levers for change?

Having made the assumption that learning gains can be interpreted as ‘effectiveness’, school effectiveness research then often goes on to list the characteristics of schools or teachers that are associated with them. Characteristics like ‘strong leadership’, ‘high expectations’, ‘positive climate’ and a ‘focus on teaching and learning’ are typically found. Never mind that these characteristics are often only vaguely defined (Coe and Fitz-Gibbon, 1998) and that these correlations are generally pretty low (Scheerens, 2000, 2012): does knowing them actually help us?

If we knew that there were clear strategies for helping schools or teachers that did not have those characteristics to adopt them that would be a start. Then if we could show that implementing these strategies did in fact increase the prevalence of the target characteristics we might have a hypothesis. But only if after that a series of robust evaluation studies showed that this did in fact lead to improvements in student attainment could we really claim that this knowledge was helpful.

I would be delighted to be contradicted on this, but I don’t think this is the case for any of the much-touted characteristics of effectiveness.

Is ‘evidence-based’ practice and policy the answer?

A small group of UK educational researchers have been trying to promote ‘evidence-based’ education for some time; many of these are associated with Durham (e.g. Fitz-Gibbon, 1996; Davies, 1999; Coe, Fitz-Gibbon and Tymms, 2000; Torgerson & Torgerson, 2001; Gorard and Cook, 2007; Tymms, Merrell and Coe, 2008; see also http://www.cem.org/evidence-based-education/previous-events).

More recently, an accessible review of the relative cost and benefit of different approaches, written for teachers, commissioned by the Sutton Trust and now supported by the Educational Endowment Foundation, has had significant influence on policy and practice (Higgins et al, 2013). A graphical summary of the results reported in this Toolkit is shown in Figure 7.

Despite the fact that the Toolkit merely summarises research findings, most of which have been known for a long time, some of the results seem to have been surprising and controversial. For example, some things that are popular or widely thought to be effective seem, on the basis of this evidence, to be probably not worth doing. Strategies such as setting learners in ability groups, providing after-school clubs, employing teaching assistants, reducing class sizes, introducing performance pay for teachers and focussing on raising aspirations are all either ineffective or not effective enough to justify their costs, in terms of their impact on learning outcomes.

More positively, some other strategies look promising: giving effective feedback; encouraging meta-cognitive and self-regulation strategies; using peer tutoring/peer-assisted learning; setting homework (for secondary age pupils); promoting collaborative learning; and the use of phonics in learning to read.
On the face of it, the advice that should be given to teachers is clear and simple: choose the strategies that have maximum impact for their cost; avoid those that have no impact, or small impact and high cost. In short, choose from the top left. But, in the quotable words of H.L. Mencken, ‘For every complex problem there is an answer that is clear, simple, and wrong’.

Our suspicions that it is not as simple as this should be alerted by the fact that we have already been doing some of these things for a long time, but, as argued above, they have generally not worked. An example is Assessment for Learning, which incorporates many of the key principles of the two most promising strategies: feedback and meta-cognitive regulation. These strategies have been around for many years, but became the focus of national policy, widely endorsed by teachers and supported by extensive government training, following the publication of Black and Wiliam’s (1998) *Inside the Black Box* (see Black and Wiliam, 2003, for an account). It is now a rare thing, in my experience, to meet any teacher in any school in England who would not claim to be doing Assessment for Learning. And yet, the evidence presented above suggests that during the fifteen years of this intensive intervention to promote AFL, despite its near universal adoption and strong research evidence of substantial impact on attainment, there has been no (or at best limited) effect on learning outcomes nationally.

How can we explain this? Why is this clear and simple advice wrong? I think here are two main reasons.
Research evidence is problematic

The first reason is that the evidence itself is sometimes not as secure or generalisable as we might like. For example, for some of the interventions reviewed, the evidence is limited in quality, quantity or relevance. This is acknowledged in the Toolkit, but it is inevitably a complex judgement in each case how clear, convincing and applicable the findings are.

Related to this is the need to acknowledge that the results of reviewing research studies of the impact of interventions may not correspond with the likely impacts of making those changes at scale in real contexts. We know, for example, that positive results are more likely to be published and hence to be included in reviews (Ioannidis, 2005). We also know that small studies and studies where the evaluator is also the developer or deliverer of the intervention tend to report larger effects than large-scale evaluations where there is separation of roles (Slavin and Smith, 2009); the latter are probably more likely to represent the impact if the intervention is implemented in real schools.

Another related issue is that effects often depend on a combination of contextual and ‘support factors’ (Cartwright and Hardie, 2012) that are not always understood. Sometimes things that are proven to work turn out not to. Evaluations tell us what did work there; they do not always guarantee that if we try to do the same it will work here too.

Implementation is problematic

The second main problem with just advocating the high-impact strategies presents perhaps even more of a challenge. Many of the most effective strategies are complex, open to interpretation and hard to implement. We may think we are doing it, but are we doing it right? In most cases the approach is not supported by a well-defined, feasible, large-scale intervention strategy. In other words, we do not know how to get large groups of teachers and schools to implement these interventions in ways that are faithful, effective and sustainable.

Hope

My argument so far has not been encouraging: things are not getting better, despite the best intentions and huge effort. Improving school systems is clearly very hard. Anyone who is convinced by the argument up to this point may be forgiven for thinking that the hope that we can do better in the future does not seem to be grounded in evidence.

This part of my argument is not really evidence-based. In all honesty I do not know if we can do better; but I’m just not ready to give up yet. If we keep trying things that seem most plausibly likely to improve the outcomes we value, and – crucially – keep evaluating our progress, then eventually we must surely learn to make progress.

So what should we do (that hasn’t failed yet)?

Our strategy should therefore be to make the best choices we can from the best evidence available, to try it out, with an open mind, and see if it works. If it does, we can keep doing it; if not, we will learn from that experience and try something else.

I think there are four strategies that are worth trying.
1. Think hard about learning

The success of the Toolkit in generating interest in evidence-based strategies has led to many invitations for me to talk about it to groups of teachers. When I get to the bit about the strategies that are popular with many teachers but the evidence suggests are not effective enough to justify their costs (e.g. reducing class size, employing teaching assistants, ability grouping) the discussion is often quite challenging. When our intuition is in conflict with research evidence we have to make a choice. Sometimes the research turns out to be wrong and we are right to hold on to our intuitions; but the history of science is full of examples of conflicts between intuition and evidence, and mostly the evidence wins. As the evidence comes to be accepted, our intuitions and understandings change and become more sophisticated in order to accommodate it. This process of challenging and reconstructing our understandings or schemas in the light of new evidence or experience is also part of many theories of learning.

Part of the challenge for me is to understand why these ‘ineffective’ approaches are so strongly believed to benefit learning by many of those whose experience is rooted in the classroom. The best answer I have come up with is that those strategies do indeed have benefits, but for outcomes that we mistake for learning rather than for real learning. In other words, the teachers who believe strongly and unshakably that reducing class size from 30 to 15, or adding a teaching assistant into a mainstream classroom, or setting learners into ability groups will make a big difference to learning are often justifying this belief by drawing on an understanding of ‘learning’ that is at odds with the one being measured in research studies.

For example, in discussing why they believe smaller classes are much better, a teacher will often say, ‘You can give pupils more individual attention.’ My question is then, ‘Does more individual teacher attention mean more learning? What makes you think that?’ In fact, much of the learning that happens in classrooms can be unexpectedly unrelated to what teachers intend, assume or do (Nuthall, 2005, 2007). But somehow the idea that ‘I have taught it’ becomes a proxy for ‘they have learned it’, without a need for any independent check on what (if anything) has actually been learned.

Figure 8: Poor Proxies for Learning

<table>
<thead>
<tr>
<th>Poor Proxies for Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>(Easily observed, but not really about learning)</strong></td>
</tr>
<tr>
<td>1. Students are busy: lots of work is done (especially written work)</td>
</tr>
<tr>
<td>2. Students are engaged, interested, motivated</td>
</tr>
<tr>
<td>3. Students are getting attention: feedback, explanations</td>
</tr>
<tr>
<td>4. Classroom is ordered, calm, under control</td>
</tr>
<tr>
<td>5. Curriculum has been ‘covered’ (ie presented to students in some form)</td>
</tr>
<tr>
<td>6. (At least some) students have supplied correct answers (whether or not they really understood them or could reproduce them independently)</td>
</tr>
</tbody>
</table>

Doing justice to this kind of argument needs a lot more time and space than is available here. In discussing, thinking and reading about these issues, and in observing classrooms, I have come to believe that it may be common for teaching to be quite unrelated to learning; in many classrooms both things are happening, but each
is more or less independent of the other. This can only happen if teaching is not really focussed on learning, and
the reason that is possible is that teachers readily accept poor proxies for learning, rather than seeking direct and
valid evidence of true learning (which is much harder!). Some of these poor proxies are listed in Figure 8.

If it is true that teaching is sometimes not focussed on learning, how can we make them better aligned? One
answer is that it may help to clarify exactly what we think learning is and how it happens, so that we can move
beyond the proxies. I have come up with a simple formulation:

Learning happens when people have to think hard

Obviously, this is over-simplistic, vague and not original. But if it helps teachers to ask questions like, ‘Where in
this lesson will students have to think hard?’ it may be useful.

Some research evidence, along with more anecdotal experience, also suggests that students themselves may not
necessarily have real learning at the top of their agenda either. For example, Nuthall (2005) reports a study in
which most students “were thinking about how to get finished quickly or how to get the answer with the least
possible effort”. If given the choice between copying out a set of correct answers, with no effort, but no
understanding of how to get them, and having to think hard to derive their own answers, check them, correct
them and try to develop their own understanding of the underlying logic behind them, how many students would
freely choose the latter? And yet, by choosing the former, they are effectively saying, ‘I am not interested in
learning.’

This leads me to my first recommendation: Get teaching really focussed on learning

The hard question here is: How? Which brings me to my second strategy.

2. Invest in effective professional development

There seems to be a lot of interest in teachers’ continuing professional development (CPD) at the moment, and a
lot of this argument has been well made by others (eg Teacher Development Trust, 2013).

We know that teaching quality is one of the main determinants of learning (Hattie, 2003; Rivkin et al, 2005; Kane
et al, 2013). We also know that measures of teachers’ performance typically improve during the first few years of
their careers, and then plateau after 3-5 years (Rockoff, 2004; Kukla-Acevedo, 2009). We do not know a lot about
the impact of teachers’ CPD on students’ learning outcomes, but what we do know suggests two important
things: that the right kinds of CPD can produce big benefits for learners, and that most of the CPD undertaken by
teachers is not of this kind (Joyce and Showers, 2002; Yoon et al 2007; Wei et al, 2009; Cordingley and Bell,
2012). This evidence is summarised in Figure 9.

As Wiliam (2007) has written,

Knowing that is different from knowing how. But in the model of learning that dominates teacher
professional development (as well as most formal education), we assume that if we teach the knowing that,
then the knowing how will follow. We assemble teachers in rooms and bring in experts to explain what
needs to change—and then we’re disappointed when such events have little or no effect on teachers’
practice. This professional development model assumes that what teachers lack is knowledge. For the most
part, this is simply not the case. The last 30 years have shown conclusively that you can change teachers' thinking about something without changing what those teachers do in classrooms.
Most of the high-impact strategies from the *Toolkit* (Figure 7, p10, above) are hard to implement; using them effectively is a skill that must be learned. Ironically, teachers are well-placed to know what kinds of practices are likely to be required for learning hard skills. For example, if we want children to learn place value, persuasive writing, music composition or balancing chemical equations, we might start by explaining what they have to do, but then also demonstrating it, getting them to do it (with a fair amount of structure and support to begin with, then gradually reduced), providing feedback to correct and reinforce, getting them to practise, practise, practise until it is really secure, and all the while assessing their performance, reviewing and intervening as necessary. By contrast, if we want teachers to learn hard things like using formative assessment, assertive discipline or how to teach algebra, we often don’t get beyond just explaining what they have to do. For a profession that is so dedicated to learning for others, teachers seem to take little care over their own learning.

For many teachers, the kind of CPD described in Figure 9 is rarely offered or experienced. Even if such training were offered, many school leaders would have serious concerns about allowing their teachers to spend so much time out of the classroom, and their CPD budgets would probably not allow it anyway. Moving to a model where CPD like this is routine would require some big culture shifts: a more general recognition that teaching well is hard and needs to be learned; an expectation that teacher CPD should lead to benefits for learners; and an emphasis on evaluating the impact of CPD on learner outcomes.

This change might also require additional investment in CPD; but, on the other hand, it might not. For example, a realistic choice for a school for spending its Pupil Premium could be between (a) reducing classes from 30 to 24 or (b) teaching classes of 30 for four days a week and using the fifth day for CPD.

My second recommendation is therefore: **Invest in effective professional development**

### 3. Evaluate teaching quality

If we are to capitalise on the benefits of professional development, then we need both to be able to target that development at areas of need and to be able to evaluate its impact. Unless we have sophisticated systems in place for evaluating teaching quality, both are hard to do.
I have already argued that existing approaches to identifying effective schools are problematic; the same arguments apply to attempts to identify effective teachers. Despite that, there has been a growth of interest recently in trying to do this, mostly from the US, mostly based on students’ annual gains (on tests of variable quality) using econometric analyses, much of it driven by the desire to create reward structures for effective teachers or ‘deselect’ the ineffective (eg Hanushek, 2011). Underlying this work is an emerging consensus that it is not largely schools that make a difference to learning, but teachers – a finding which has been evident from the early days of CEM monitoring systems (Coe and Fitz-Gibbon, 1998).

Some of the claims being made by economists are astonishing. For example, Hanushek (2011) uses estimates of the impact that an effective teacher has on the lifetime earnings of their students as a measure of their value. By this metric the difference between a slightly above average teacher (60th percentile) and an average teacher (50th percentile) for a class of 30 is worth $160k for each class they teach for one year. For a really effective teacher (90th percentile) the difference is more than $800k per class. This gives a whole new meaning to the term ‘value-added’.

All the concerns about measuring ‘effectiveness’ that I have already voiced are still relevant. But that does not mean that a constructive evaluation (including self-evaluation) of teaching quality should not be informed by – among other things – evidence from test score gains. The Gates Foundation’s Measures of Effective Teaching (MET) Project has recently made important progress in demonstrating the benefits of using multiple measures of effectiveness (see http://www.metproject.org/reports.php). Their three main sources of evidence (test score gains, student ratings and classroom observation) are shown, if done well, to contribute to a single construct of effectiveness, but also to complement each other with each providing a unique contribution. This project has also significantly advanced our understandings of the legitimacy of interpreting ‘value-added’ as a causal teacher effect, through the use of random allocation (Kane et al, 2013), and of the requirements and limitations of classroom observation (Ho and Kane, 2013).

My recommendation for more evaluation may be seen as a sales pitch for CEM systems. Of course it is that: I am proud to be Director of CEM, I believe passionately in what we do and I want all schools to benefit from it. If teachers see the benefits of using high-quality assessments to monitor their students’ progress, of receiving accessible analyses of their exam performance that make fair comparisons with the achievements of similar students in other schools, of being part of a distributed research network that supports them in interpreting and acting on their data, then of course I am happy to enrol them in our systems. But I have always said that if they find those same benefits elsewhere then I am just as happy. What matters is the effective use of good assessment data to inform practice, not who it comes from.

There is a wide range of research evidence about positive impacts of giving teachers feedback on their performance (e.g. Coe, 1998, 2002; Hattie & Timperley, 2007; Hattie, 2009). CEM systems have always focussed on feeding back a range of data analyses to the teachers and school leaders who are in a position both to interpret them in context, and to do something about them if appropriate. We have never claimed that data alone can tell you who is a good teacher or a good school; those are judgements that may properly be supported by appropriate data, but not replaced by it. The difference between most of what is happening in the US under the heading of teacher evaluation and what CEM has been doing for 30 years is that we are interested in evaluation for professional development, not for accountability.

My third recommendation is: Use multiple sources of validated evidence to support diagnostic and constructive evaluation of teacher quality.

4. Evaluate impact of changes

My final recommendation is related to the previous one in that it is also focused on evaluation, but this one relates to evaluating the impact of interventions. In some ways this is the most important of all four. Without evaluation, the previous three are just yet more plausible suggestions, with much the same provenance as all the other changes that I claim have not worked.
The message of this talk is not ‘What we have done so far has not worked, so let’s try some different things,’ but ‘What we have done so far has not worked, so let’s try some different things and this time evaluate properly whether they work or not.’

Many educators are lovers of novelty; it is a great strength and a weakness. We invest huge effort and cost in implementing new ideas, and it is likely that some of them bring genuine improvement. However, it is also likely that some – perhaps just as many – lead to deterioration⁶. Many, of course, make no real difference at all. And in most cases we will not know which are which.

This should not depress us; it simply tells us that we cannot judge whether something works without evaluating it properly. We often think we can, but the evidence shows we are wrong.

There are some important recent national developments that are really encouraging here. The work of the Educational Endowment Foundation has really raised the priority and level of thinking about high-quality evaluation in education across England. Following the Goldacre review⁷, large-scale randomised controlled trials have been launched by the Department for Education⁸ and the National College for Teaching and Leadership⁹.

Evaluation is not simple to do, so just saying ‘we should evaluate’ is not the same as building the capacity and culture required to make it happen. We must not underestimate the challenge of doing this, and must plan and resource that development carefully. One contribution to this is the Educational Endowment Foundation’s DIY Evaluation Guide (Coe et al, 2013), designed to support teachers in evaluating their own small-scale changes.

My fourth and final recommendation is: Whenever we make a change we must try to evaluate its impact as robustly as we can.

Conclusions

I have claimed that educational standards in England have not risen, attempts to improve education have largely failed and even when we think we can pick out the best schools, we “know so many things that just ain’t so”.

Actually it doesn’t really matter whether or not you accept this analysis; either way we should look for the best strategies to bring real improvement. Even if hope is not rational or evidence-based, we need to hold on to it. Education is far too important to give up on.

I have made four suggestions. The first three are just suggestions; I’ll be happy to concede them if others have better suggestions. But the fourth is non-negotiable: the fourth is the one that distinguishes what I am recommending from what we have done before. Education has existed in a pre-scientific world, where good measurement of anything important is rare and evaluation is done badly or not at all. It is time we established a more scientific approach.

---

⁶ Two reviews from medicine suggest that even for therapies that get as far as being subjected to randomised clinical trial, the innovative treatment proves to be better than the existing in only about half of all cases (Gilbert et al, 1977; Soares et al, 2005)
⁷ https://www.gov.uk/government/publications/department-for-education-analytical-review
⁹ http://www.education.gov.uk/nationalcollege/testandlearn
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